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#### Abstract

A discrete uncoupling process for finite spaces is introduced, called the Markov Cluster Process or the MCL process. The process is the engine for the graph clustering algorithm called the $M C L$ algorithm. The $M C L$ process takes a stochastic matrix as input, and then alternates expansion and inflation, each step defining a stochastic matrix in terms of the previous one. Expansion corresponds with taking the $k$ th power of a stochastic matrix, where $k \in \mathbb{N}$. Inflation corresponds with a parametrized operator $\Gamma_{r}, r \geq 0$, that maps the set of (column) stochastic matrices onto itself. The image $\Gamma_{r} M$ is obtained by raising each entry in $M$ to the $r$ th power and rescaling each column to have sum 1 again. In practice the process converges very fast towards a limit that is invariant under both matrix multiplication and inflation, with quadratic convergence around the limit points. The heuristic behind the process is its expected behavior for (Markov) graphs possessing cluster structure. The process is typically applied to the matrix of random walks on a given graph $G$, and the connected components of (the graph associated with) the process limit generically allow a clustering interpretation of $G$. The limit is in general extremely sparse and iterands are sparse in a weighted sense, implying that the $M C L$ algorithm is very fast and highly scalable. Several mathematical properties of the $M C L$ process are established. Most notably, the process (and algorithm) iterands posses structural properties generalizing the mapping from process limits onto clusterings. The inflation operator $\Gamma_{r}$ maps the class of matrices that are diagonally similar to a symmetric matrix onto itself. The phrase diagonally positive semi-definite ( $d p s d$ ) is used for matrices that are diagonally similar to a positive semi-definite matrix. For $r \in \mathbb{N}$ and for $M$ a stochastic $d p s d$ matrix, the image $\Gamma_{r} M$ is again $d p s d$. Determinantal inequalities satisfied by a $d p s d$ matrix $M$ imply a natural ordering among the diagonal elements of $M$, generalizing the mapping of process limits onto clusterings. The spectrum of $\Gamma_{\infty} M$ is of the form $\left\{0^{n-k}, 1^{k}\right\}$, where $k$ is the number of endclasses of the ordering associated with $M$, and $n$ is the dimension of $M$. This attests to the uncoupling effect of the inflation operator.
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1. Introduction. The subject of study is a parametrized algebraic process called the Markov Cluster Process ( $M C L$ process), which is the engine of a cluster algorithm for graphs, accordingly named the $M C L$ algorithm. The algorithm is nothing more than a shell in which parameters are set, the $M C L$ process is computed, and the result is interpreted. The process itself is defined on the space of stochastic matrices. Given a graph $G$, the algorithm employs the process by applying it to the matrix of random walks on $G$.

The $M C L$ algorithm $[11,12]$ was first applied in the field of protein family detection [18]. In this setting, proteins are nodes in a graph where the edge weights are derived from BLAST (Basic Local Alignment Search Tool) scores between protein amino-acid sequences. Following [18], the algorithm has been widely applied in bioinformatics, in a diversity of settings and applications.

[^0]A number of publications have used $M C L$ for large scale single species or crossspecies protein and gene family analysis, e.g., [15, 16, 28, 38, 52, 60]. Other proteinrelated $M C L$ applications in bioinformatics are large scale sequence space analysis [19, 37], hybrid $M C L /$ single-link clustering [29], orthologous groups [41], kinase proteins [24], secreted proteins [7], eye proteins [39], mobile genetic elements [40], protein interaction networks [5, 54], and protein function determination [61]. Additionally, $M C L$ has been applied in corpus linguistics [13, 14, 25], content-based image retrieval [32], peer-to-peer network analysis [57], and social network analysis [46].

Factors aiding the adoption of the $M C L$ algorithm include (a) It generates wellbalanced flat (nonhierarchic) clusterings. (b) It is intrinsically a bootstrapping method. Seeding information cannot and need not be supplied, especially not the number of clusters. (c) It has a natural parameter (inflation) affecting cluster granularity. (d) It is amenable to sparse graph/matrix implementation techniques, implying good scalability. (e) Mathematical results tie $M C L$ process iterands, the cluster interpretation, inflation, and the number of clusters together.

The focus of the present work is largely on (e), the mathematical results describing in a qualitative manner how the $M C L$ process exposes cluster structure in graphs. Issues of scaling and implementation are discussed, and in two examples the $M C L$ process and its clustering characteristics are visualized. Relationships with other mathematical frameworks are established, and several conjectures are made. Comparison with other clustering approaches fall outside the scope of this exposition. The field of bioinformatics is very active in this respect, and the reader is referred to the references given above.

The $M C L$ process is simple to compute and lends itself to drastic scaling by a regime of pruning, as the limits are in general extremely sparse and the iterands sparse in a weighted sense. It is convenient to distinguish between the process and the algorithm, in order to separate mathematical issues from such issues as implementation and scaling (i.e., computing an approximated process in order to gain speed). Section 6 contains a succinct discussion of how an $M C L$ implementation can efficiently compute a slightly perturbed $M C L$ process.

The structure of the article is as follows. The clustering heuristic is briefly introduced in the next section. The $M C L$ process is fully described and the interpretation of a process limit as a clustering of the input graph is given. This is sufficient to define the $M C L$ algorithm. A summary is given of some issues concerning convergence and the interpretation of limits as clusterings. Several matrix excerpts from one particular process are shown in section 3 , including its limit. In section 4 various lemmas and theorems concerning $M C L$ iterands are given. The process consists of alternation of two operators, expansion, and inflation. Both operators preserve the class of stochastic matrices that are diagonally similar to a symmetric matrix. These matrices are called diagonally symmetric. Several of their properties are listed. If a matrix is diagonally similar to a positive semi-definite matrix, then it is called a diagonally positive semi-definite, abbreviated dpsd. Under certain weak conditions many iterands are guaranteed to be $d p s d$. Section 5 introduces structure theory for $d p s d$ matrices. Such a matrix possesses structural properties inducing a canonical mapping from the matrix onto a directed acyclic graph, generalizing the mapping from $M C L$ limits onto overlapping clusterings. The structure theory also yields a qualitative statement on the working of the inflation operator in terms of the matrix spectrum. Implementation is discussed in section 6, and conclusions, further research, and related research make up the last section.
2. Preliminaries. The $M C L$ process consists of alternation of matrix expansion and matrix inflation, where expansion means taking the power of a matrix using the usual matrix product, and inflation (denoted $\Gamma_{r}$ ) means taking the Hadamard power with coefficient $r$ of a stochastic matrix and subsequently scaling its columns to have sum 1 again. The clustering heuristic associated with the process is that a dense region in a graph corresponds with a node set $S$ for which pairs of elements in $S$ have the property that there are relatively many higher length paths completely contained in $S$ itself. By matrix expansion the higher step transition probabilities are obtained; by matrix inflation large probabilities are promoted, and small probabilities are demoted. It is to be expected that probabilities that correspond with edges connecting different dense regions will suffer the most from the process of alternating expansion and inflation. Indeed, iteration of the two operators leads to a limit that is meaningful considering the original heuristic.

The inflation operator $\Gamma_{r}$ is defined for arbitrary nonnegative matrices, in a columnwise manner. This implies that column stochastic matrices will be used rather than row stochastic matrices, which is merely a matter of preference and convention. There are no restrictions on the matrix dimensions to fit a square matrix, because this allows $\Gamma_{r}$ to act on both matrices and vectors. There is no restriction that the input matrices be stochastic, since it is not strictly necessary, and the extended applicability is sometimes useful. Following the terminology used in [8] and [27], a nonnegative matrix is called column allowable if all its columns have at least one nonzero entry. The next definition prepares for the definition of the $M C L$ process.

Definition 2.1. Denote the operator which raises a square matrix $A$ to the $t \mathrm{th}$ power, by $\operatorname{Exp}_{t}$. Thus, $\operatorname{Exp}_{t} A=A^{t}$.

This definition is put in such general terms because the class of dpsd matrices (to be introduced later) allows the introduction of fractional matrix powers in a welldefined way.

DEFINITION 2.2. Let $r$ be a real positive number, and let $M \in \mathbb{R}_{\geq 0}{ }^{m \times n}$ be nonnegative column allowable. The image of $M$ under the parametrized operator $\Gamma_{r}$ is defined by setting

$$
\left(\Gamma_{r} M\right)_{p q}=\left(M_{p q}\right)^{r} / \sum_{i=1}^{m}\left(M_{i q}\right)^{r} .
$$

In the setting of the $M C L$ process, positive values $r$ have a sensible interpretation attached to them. Values of $r$ between 0 and 1 increase the homogeneity of the argument probability vector (matrix), whereas values of $r$ between 1 and $\infty$ increase the inhomogeneity. In both cases, the ordering of the probabilities is not disturbed. Negative values of $r$ invert the ordering, which is not of apparent use. With $\otimes$ denoting the Kronecker product, the identities $\operatorname{Exp}_{r}(A \otimes B)=\operatorname{Exp}_{r}(A) \otimes \operatorname{Exp}_{r}(B)$ and $\operatorname{Exp}_{r}\left(\operatorname{Exp}_{s}(A)\right)=\operatorname{Exp}_{r s}(A)$ hold. Similarly, $\Gamma_{r}(A \otimes B)=\Gamma_{r}(A) \otimes \Gamma_{r}(B)$ and $\Gamma_{r}\left(\Gamma_{s}(A)\right)=\Gamma_{r s}(A)$ are true.

Definition 2.3. Define $\Gamma_{\infty}$ by $\Gamma_{\infty} M=\lim _{r \rightarrow \infty} \Gamma_{r} M$.
This definition is meaningful, and it is easy to derive the structure of $\Gamma_{\infty} M$. Each column $q$ of $\Gamma_{\infty} M$ has $k$ nonzero entries equal to $1 / k$, ( $k$ depending on $q$ ), where $k$ is the number of elements that equal $\max _{p} M_{p q}$, and the positions of the nonzero entries in $\Gamma_{\infty} M[1, \ldots, n \mid q]$ correspond with the positions of the maximal entries in $M[1, \ldots, n \mid q]$. Following [44], if $x$ denotes a real vector of length $n$, then $x_{[1]} \geq x_{[2]} \geq \cdots \geq x_{[n]}$ denote the entries of $x$ in decreasing order.

Definition 2.4. Let $x, y$ be nonnegative vectors of dimension $n$. The vector $y$ is said to majorize $x$, denoted as $x \prec y$, if

$$
\begin{align*}
\sum_{i=1}^{k} y_{[i]} & \geq \sum_{i=1}^{k} x_{[i]} \quad k=1, \ldots, n,  \tag{2.1}\\
\sum_{i=1}^{n} y_{[i]} & =\sum_{i=1}^{n} x_{[i]} . \tag{2.2}
\end{align*}
$$

Lemma 2.5. For a stochastic vector $x$ and parameters $r, s \in \mathbb{R}_{>0}, r<s$, one has that $\Gamma_{r}(x) \prec \Gamma_{s}(x)$.

The proof of this lemma is straightforward [11].
Definition 2.6. An $M C L$ process with input matrix $M$, where $M$ is a stochastic matrix, is determined by $M$ and two sequences $e_{(i)}, r_{(i)}$, where $e_{i} \in \mathbb{N}, e_{i}>1$ and $r_{i} \in$ $\mathbb{R}, r_{i} \geq 0$. It is written that

$$
\begin{equation*}
\left(M, e_{(i)}, r_{(i)}\right) \tag{2.3}
\end{equation*}
$$

Associated with an MCL process, $\left(M, e_{(i)}, r_{(i)}\right)$ is an infinite sequence of matrices $M_{(i)}$, where $M_{1}=M, M_{2 i}=\operatorname{Exp}_{e_{i}}\left(M_{2 i-1}\right)$, and $M_{2 i+1}=\Gamma_{r_{i}}\left(M_{2 i}\right), i=1, \ldots, \infty$.

It must be stressed that the $M C L$ process has no stochastic interpretation. The heuristic on which it is grounded uses stochastic terminology, but each $M C L$ process $\left(M, e_{(i)}, r_{(i)}\right)$ is (for varying $\left.M\right)$ really a rather complex dynamical system based on the alternation of two operators, expansion and inflation. The fact that expansion and inflation distribute over the Kronecker yields the following lemma.

Lemma 2.7. The MCL process distributes over the Kronecker product.
Note. In practice, clustering with the $M C L$ algorithm is best done with all expansion values $e_{i}$ set to two. The reasoning behind this is pragmatic, as inflation can be used to control the mixing properties of the process, whereas expansion is computationally costly. Applying (columnwise) pruning in order to scale the process renders prolonged expansion virtually useless. Nevertheless it seems best to formulate the $M C L$ process in the general terms of Definition 2.6, as this supplies a natural framework for questions and conjectures (section 7). The canonical mapping between graphs with nonnegative weights and nonnegative matrices is given below. In order to work with column stochastic matrices, an arbitrary choice is made to identify matrix columns with lists of neighbors.

Definition 2.8. The associated graph of a square nonnegative matrix $A$ of dimension $n$ is a graph on $n$ nodes labeled $\{1, \ldots, n\}$, where there is said to be an arc going from $q$ to $p$ with weight $A_{p q}$ iff $A_{p q}>0$.

The following theorem is preparatory to the mapping from nonnegative idempotent matrices to overlapping clusterings in Definition 2.11. Its proof is given in [11] and can also be derived from the decomposition of nonnegative idempotent matrices given in [2, p. 65]. It represents a very basic result on the structural properties of nonnegative idempotent matrices. Theorem 5.4 will show a more general structure to be present in $M C L$ iterands, so that in the setting of the $M C L$ process Theorem 2.9 becomes a limiting case of Theorem 5.4. It will be shown that for $M$ stochastic $d p s d$ a finite power of the matrix $\Gamma_{\infty}(M)$ is idempotent (section 5).

Theorem 2.9 (see Theorem 1 in [11, p. 18]). Let $M$ be a nonnegative column allowable idempotent matrix of dimension $n$, and let $G$ be its associated graph. For $s, t$, nodes in $G$, write $s \rightarrow t$ if there is an arc in $G$ from $s$ to $t$. By definition,
$s \rightarrow t \Longleftrightarrow M_{t s} \neq 0$. Let $\alpha, \beta, \gamma$ be nodes in $G$. The following implications hold:

$$
\begin{align*}
(\alpha \rightarrow \beta) \wedge(\beta \rightarrow \gamma) & \Longrightarrow \alpha \rightarrow \gamma  \tag{2.4}\\
(\alpha \rightarrow \alpha) \wedge(\alpha \rightarrow \beta) & \Longrightarrow \beta \rightarrow \alpha  \tag{2.5}\\
\alpha \rightarrow \beta & \Longrightarrow \beta \rightarrow \beta \tag{2.6}
\end{align*}
$$

The theorem basically states that the graph associated with the matrix consists for one part of subgraphs that are complete, with all nodes having loops as well. The other part consists of nodes without loops that, given a complete subgraph, are connected either to all or to none of the nodes in that subgraph. It is convenient to introduce the notions of attractor and attractor system. The second is a (maximal) complete subgraph, and the first is a node in such a subgraph.

Definition 2.10. Let $G$ be the associated graph of a nonnegative column allowable idempotent matrix $M$ of dimension $n$, with nodes labeled $1, \ldots, n$. The node $\alpha$ is called an attractor if $M_{\alpha \alpha} \neq 0$. If $\alpha$ is an attractor, then the set of nodes reachable from $\alpha$ is called an attractor system.

By Theorem 2.9, each attractor system in $G$ induces a weighted subgraph in $G$ that is complete. These subgraphs form the cores of the clustering associated with a (nonnegative idempotent) matrix $M$ as stated below. An attractor system is simply extended with all the nodes that reach it.

Definition 2.11. Let $M$ be a nonnegative column allowable idempotent matrix of dimension $n$, and let $G$ be its associated graph on the node set $V=\{1, \ldots, n\}$. Let $E_{i}, i=1, \ldots, k$ be the different attractor systems of $G$. For $v \in V$ write $v \rightarrow E_{i}$ if there exists $e \in E_{i}$ with $v \rightarrow e$. The (possibly) overlapping clustering $\mathcal{C}=\left\{C_{1}, \ldots, C_{k}\right\}$, associated with $M$, is defined by

$$
\begin{equation*}
C_{i}=E_{i} \cup\left\{v \in V \mid v \rightarrow E_{i}\right\} . \tag{2.7}
\end{equation*}
$$

Theorem 2.9 implies that $v \rightarrow f$ for all $f \in E_{i}$.
The simplest example of a limit matrix inducing overlap is the matrix below, giving rise to the clustering $\{1,3\},\{2,3\}$ :

$$
\left(\begin{array}{ccc}
1 & 0 & 1 / 2 \\
0 & 1 & 1 / 2 \\
0 & 0 & 0
\end{array}\right)
$$

Combining the previous simple results, it is possible to rewrite each nonnegative column allowable idempotent matrix $M$ as a form $P^{T} A P$, where $P$ is a permutation matrix, and

$$
A=\left(\begin{array}{ccccccc}
B_{1} & & & f_{11} & f_{12} & \cdots & f_{1 l} \\
& \ddots & & \vdots & \vdots & \vdots & \vdots \\
& & B_{k} & f_{k 1} & f_{k 2} & \cdots & f_{k l} \\
0 & \cdots & 0 & 0 & 0 & \cdots & 0
\end{array}\right)
$$

Each matrix $B_{i}$ is square, has rank one with all columns identical, contains only positive entries, and there are no other nonzero entries in the corresponding columns of $A$. Each matrix $B_{i}$ corresponds with an attractor system, and $k$ is the number of resulting clusters. Each $f_{i j}$ is a column vector with the same number of (row) entries as $B_{i}$. Either all entries in $f_{i j}$ are zero or they are all nonzero, and for each $j$ at least one $f_{i j}$ is nonzero. If the vector $f_{i j}$ is nonzero, then it corresponds with a node
(identified by $j$ ) that is in the cluster defined by the attractor system corresponding with $B_{i}$. If $f_{i j}$ is nonzero for more than one $i$, then those $i$ determine clusters that overlap in the node identified by $j$.

In practice, cluster overlap is very rare. The phenomenon is inherently unstable, in the sense that applying the $M C L$ process to a perturbation of a limit matrix that induces overlap leads the process to converge to a limit no longer inducing overlap. A node previously in overlap will then be associated with just one of the multiple clusters it was associated with before [12]. All current evidence suggests that cluster overlap implies the existence of a graph automorphism of the graph associated with the input matrix, leaving the overlapping part invariant and mapping the overlapping clusters onto each other. In the simple example above, the automorphism would send $(1,2,3)$ to $(2,1,3)$.

The phenomenon of attractor systems of cardinality greater than one is also unstable in nature, but a small perturbation of a matrix limit having such a system will not change the associated clustering (assuming that the parameter $r$ of $\Gamma_{r}$ is bounded). The main reason for this is that if $J$ is a stochastic matrix of rank one and $E$ is a perturbation matrix (with zero column sums) of sufficiently small norm, then (restricting attention to a special case) $\operatorname{Exp}_{2}\left(\Gamma_{2}(J+E)\right)$ is of the form $J^{\prime}+E^{\prime}$, with $J^{\prime}$ stochastic of rank one and the norm of $E^{\prime}$ being of order square the norm of $E$. Current evidence also suggests that attractor systems of cardinality greater than one imply the existence of a set of automorphisms by which each of the attractors (of one system) can be mapped to any of the other. An example is shown in Figure 3.2 for the graph in Figure 3.1. In this case, the automorphism would leave all nodes in place except for interchanging 9 and 11.

Assuming that $e_{i}$ equals two and $r_{i}$ is bounded eventually, it is true that the $M C L$ process converges quadratically in the neighborhood of matrices that (i) are $M C L$-invariant, that is, invariant both under expansion (multiplication) and inflation, and (ii) have in each column one entry equal to 1 and all other entries equal to 0 . This is straightforward (though tedious) to verify - proofs are given in [11]. The issue is somewhat clouded by the fact that the process may also converge towards a limit matrix that does not satisfy condition (ii). A small perturbation of such a matrix is amplified by the inflation operator so that the sequence of iterands departs from it.

The $M C L$ algorithm consists of three steps. First, given an arbitrary input graph $G$, loops are added resulting in a graph informally denoted as $G+\Delta$. Some remarks on the necessity of this step are made in the next section. How weights are chosen for the loops to be added is the responsibility of the algorithm. Subsequently, an $M C L$ process is applied to the matrix of random walks associated with $G+\Delta$. Third, the limit thus computed is interpreted as a clustering according to Definition 2.11. One can obtain a fast, robust, and well-scaling implementation of the $M C L$ algorithm at http://micans.org $/ \mathrm{mcl} /$, which allows a simple type of parametrization: The expansion values $e_{i}$ are all set to 2 and the inflation values $r_{i}$ can assume two values, changing once from the first to the second value.

In general the limit of an $M C L$ process is extremely sparse, as the inflation operator is a force driving towards sparse columns. $M C L$ iterands tend to be sparse in a weighted sense, and this supplies the means to scale the $M C L$ algorithm drastically by incorporating a regime of pruning into the $M C L$ process (cf. section 6 ).

The natural way to use the $M C L$ process for the purpose of clustering a graph is
by applying it to the matrix which represents the standard concept of a random walk on the graph, where loops have been added to the graph. This matrix is obtained as the incidence matrix multiplied by the diagonal matrix of inverse column (row) sums, so that the product is column (row) stochastic. If the graph is undirected, then the resulting stochastic matrix is diagonally similar to a symmetric matrix.

## 3. Examples.

Example I. In Figure 3.2, four excerpts are given of an $M C L$ process. These are the input matrix $M$, the iterand $M_{3}=\Gamma_{2} M^{2}$, the iterand $M_{5}=\Gamma_{2}\left(\Gamma_{2} M^{2} \cdot \Gamma_{2} M^{2}\right)$, and the stable limit denoted $L_{M}$. The process consists entirely of alternation of $\operatorname{Exp}_{2}$ and $\Gamma_{2}$. The graph $H$ associated with $M$ is depicted in Figure 3.1. Every node in $H$ has a loop; these are all left out in the figure. Weights are omitted as well. Note that there exists a diagonal matrix $d$ such that $M d$ is symmetric. This implies that $d^{-1 / 2} M d^{1 / 2}$ is symmetric and thus the spectrum of $M$ is real. Interpreting $L_{M}$ according to Definition 2.11 yields the clustering $\{\{1,6,7,10\},\{2,3,5\},\{4,8,9,11,12\}\}$. It is necessary to add loops to the nodes before applying $M C L$ in order to prevent a result reflecting the bipartite characteristics of $H$. Without adding loops, the resulting $M C L$ process limit yields the clustering $\{\{1,5,10\},\{2,6,7\},\{3,4,8,9,11,12\}\}$. This is in line with the heuristic underlying the process: The probabilities that are initially boosted correspond with 2 -step paths in $H$.


Fig. 3.1. On the left a graph $H$, on the right the graph associated with the limit of an MCL process applied to $H$, loops added to $H$. Dark circles signify attractors; nodes 9 and 11 form an attractor system (refer to section 5). Compare with the matrix iterands and limit matrix in Figure 3.2 and with Figure 3.3, and see the discussion in Example I.

Example II. Figure 3.3 depicts different iterands of an $M C L$ process triggered by a geometric graph. This graph was first used in [21] as a test case for graph partitioning. It is shown in the upper left of the figure. Two nodes are connected if their distance is at most $\sqrt{8}$ Euclidean units. The edge weights were taken inversely proportional to the Manhattan distance, and loops were added to each node with a weight equal to the largest weight found in the edges in which it participates. The matrix of random walks on this graph was input to an $M C L$ process in which the sequence $e_{(i)}$ assumed the constant 2 everywhere, and the sequence $r_{(i)}$ assumed the constant 1.3 everywhere.

The other graphs in Figure 3.3 represent a pictorial representation of four $M C L$ iterands (stochastic matrices) and the limit in the lower right. The degree of shading of a bond between two nodes indicates the maximum value of the corresponding transition probabilities taken over the two directions. The darker the bond, the larger the maximum. The degree of shading of a node indicates the total sum of incoming transition probabilities. Thus, a dark bond between a white node and a black node indicates that the maximum transition probability is found in the direction of the black node, and that the probability attached to the reverse arc is negligible. The limit graph, depicted in the lower right, contains all necessary information needed for
$\left(\begin{array}{cccccccccccc}0.200 & 0.250 & -- & -- & -- & 0.333 & 0.250 & -- & -- & 0.250 & -- & -- \\ 0.200 & 0.250 & 0.250 & -- & 0.200 & -- & -- & -- & -- & -- & -- & -- \\ -- & 0.250 & 0.250 & 0.200 & 0.200 & -- & -- & -- & -- & -- & -- & -- \\ -- & -- & 0.250 & 0.200 & -- & -- & -- & 0.200 & 0.200 & -- & 0.200 & -- \\ -- & 0.250 & 0.250 & -- & 0.200 & -- & 0.250 & 0.200 & -- & -- & -- & -- \\ 0.200 & -- & -- & -- & -- & 0.333 & -- & -- & -- & 0.250 & -- & -- \\ 0.200 & -- & -- & -- & 0.200 & -- & 0.250 & -- & -- & 0.250 & -- & -- \\ -- & -- & -- & 0.200 & 0.200 & -- & -- & 0.200 & 0.200 & -- & 0.200 & -- \\ -- & -- & -- & 0.200 & -- & -- & -- & 0.200 & 0.200 & -- & 0.200 & 0.333 \\ 0.200 & -- & -- & -- & -- & 0.333 & 0.250 & -- & -- & 0.250 & -- & -- \\ -- & -- & -- & 0.200 & -- & -- & -- & 0.200 & 0.200 & -- & 0.200 & 0.333 \\ -- & -- & -- & -- & -- & -- & -- & -- & 0.200 & -- & 0.200 & 0.333\end{array}\right)$

Limit $L_{M}$ resulting from iterating $\left(\Gamma_{2} \circ \operatorname{Exp}_{2}\right)$ with initial matrix $M$, which is the matrix of random walks associated with the graph in Figure 3.1.

Entries marked "--" are either zero because that is the exact value they assume (this is true for the first two matrices) or because the computed value fell below the machine precision.

Fig. 3.2. Iteration of $\left(\Gamma_{2} \circ \operatorname{Exp}_{2}\right)$.


Fig. 3.3. Visualization of successive stages of the MCL process applied to the upper left graph, with $e_{i}=2$ and $r_{i}=1.3$ for every iteration $i$ (cf. Definition 2.6). The meaning of the grey values of bonds and nodes are explained in section 3. At most 24 neighbors are shown for each node.
constructing the $M C L$-invariant limit matrix. Dark nodes in this graph are attractors.
The examples in Figures 3.3 and 3.2 indicate that the $M C L$ process has remarkable convergence properties, regarding the structural properties of its iterands. Considering this evidence, to some extent an analogy is suggested with the normal Markov process.

Assuming that the associated graph of the input matrix $M$ is strongly connected and contains at least one loop, it follows by Perron-Frobenius theory that 1 is the only eigenvalue of M of modulus 1 and that it is simple.

By considering the spectrum of the powers $M^{k}$ it follows that the normal Markov process converges towards a rank-one idempotent matrix, having spectrum $\left\{0^{n-1}, 1\right\}$. In the example shown in Figure 3.2 the process also converges towards an idempotent limit. The multiplicity of its eigenvalue 1 is 3 , however, equaling (of course) the number of strongly connected components in the associated graph of the limit. Section 4 will give some insight into the spectral phenomena that play a role in the $M C L$ process by focusing attention onto two classes of stochastic matrices.
4. Properties of the inflation operator and stochastic $d p s d$ matrices. At first sight the inflation operator seems hard to get a grasp on mathematically, though its behavior for vectors is well understood. Lemma 2.5 states that for a stochastic vector $x$ and parameters $r, s \in \mathbb{R}_{>0}, r<s$, one has that $\Gamma_{r}(x) \prec \Gamma_{s}(x)$, where $\prec$ denotes the majorization relationship. This implies that the orbit $\Gamma_{r} x,(r>0)$ is fairly well understood, since the limiting cases $\Gamma_{r} x, r \rightarrow \infty$ and $\Gamma_{r} x, r \downarrow 0$ are also easily derived. However, majorization results for vectors do not carry over to matrices in such a way that statements can be made about algebraic properties of two matrices subject to a columnwise majorization relationship. In [44] this issue is discussed at length.

To some extent it is possible to give a qualitative account of the behavior of the inflation operator, using structural properties of the matrices in a particular class preserved by inflation. Several preparatory results are derived in the current section. In the following section simple structure theory is developed, explaining the uncoupling effect of the inflation operator in qualitative terms.

In general $\Gamma_{r} M$ can be described in terms of a Hadamard matrix power that is postmultiplied with a diagonal matrix. For a restricted class of matrices there is an even stronger connection with the Hadamard product. These are the class of stochastic diagonally symmetric matrices and a subclass of the latter, the class of stochastic diagonally positive semi-definite matrices.

The Hadamard (entrywise) product of two matrices $A$ and $B$ that have the same dimensions is written $A \circ B$ and satisfies $[A \circ B]_{p q}=A_{p q} B_{p q}$. The entrywise Hadamard power with exponent $r$ of a matrix $A$ is written $A^{\circ r}$ and satisfies $\left[A^{\circ r}\right]_{p q}=A_{p q}{ }^{r}$.

The concept of diagonal symmetrizability can easily be transferred to complex matrices, and most of the results in this paper can be derived in that more general setting. This is not needed in the $M C L$ setting and hence the definitions and results here are simply stated for real matrices.

Definition 4.1. A square matrix $A$ is called diagonally symmetric if it is diagonally similar to a symmetric matrix, that is, if there exists a positive vector $x$ such that the product $\operatorname{Diag}(x)^{-1} A \operatorname{Diag}(x)$ is symmetric.

The following useful identity is easy to verify.
Lemma 4.2. For a matrix $A$ as in Definition 4.1, the identity $\operatorname{Diag}(x)^{-1} A \operatorname{Diag}(x)$ $=\left[A \circ A^{T}\right]^{0_{1 / 2}}$ holds .

Definition 4.3. A square matrix is called diagonally positive semi-definite if it is diagonally similar to a positive semi-definite matrix, then it is called diagonally positive definite if it is diagonally similar to a positive definite matrix. The phrases are respectively abbreviated as dpsd and dpd.

Remark. If $M$ is diagonally symmetric stochastic, and $y$ is such that $M \operatorname{Diag}(y)$ is symmetric, then $M y=y$; thus $y$ represents the equilibrium distribution of $M$. In the theory of Markov chains, a stochastic diagonally symmetric matrix is called time reversible or said to satisfy the detailed balance condition (see, e.g., [43] and [59]). A slightly more general definition and different terminology was chosen here. The main reason is that the term "time reversible" is coupled tightly with the idea of studying a stochastic chain via (powers of) its associated stochastic matrix, and is also used for continuous-time Markov chains. The $M C L$ process studied in this article does not have a straightforward stochastic interpretation, and the relationship between an input matrix and the subsequent iterands is much more complex. Moreover, it is natural to introduce the concepts of a matrix being diagonally similar to a positive (semi-) definite matrix; clinging to "time reversible" in this abstract setting would be both contrived and unhelpful. The proposed phrases seem appropriate, since several properties of symmetric and psd matrices remain valid in the more general setting of diagonally symmetric and dpsd matrices. Lemma 4.4 lists the most important ones, which are easy to verify. Probably all of these results are known.

In the following, submatrices of a matrix $A$ are written $A[u \mid v]$, where $u$ denotes a list of row indices, and $v$ denotes a list of column indices.

Lemma 4.4. Let $A$ be diagonally symmetric of dimension $n$, let $\alpha$ be a list of distinct indices in the range $1, \ldots, n$, and let $k$ and $l$ be different indices in the range $1, \ldots, n$. Let $x$ be such that $S=\operatorname{Diag}(x)^{-1} A \operatorname{Diag}(x)$ is symmetric, and thus $A=\operatorname{Diag}(x) S \operatorname{Diag}(x)^{-1}$. Let $\lambda_{i}$ be the eigenvalues of $A$ (and $S$ ), and let $a_{i}$ be the diagonal entries of $A$.
(a) $A[\alpha \mid \alpha]=\operatorname{Diag}(x)[\alpha \mid \alpha] \quad S[\alpha \mid \alpha] \operatorname{Diag}(x)[\alpha \mid \alpha]^{-1}$, in particular, the diagonal entries of $A$ equal the diagonal entries of $S$. This implies that the majorization relationship between eigenvalues and diagonal entries for symmetric matrices carry over to diagonally symmetric matrices: The spectrum of A majorizes the vector of diagonal entries of $A$, translating to the inequalities below:

$$
\sum_{i=1}^{k} \lambda_{[i]} \geq \sum_{i=1}^{k} a_{[i]} \quad k=1, \ldots, n
$$

Together with the first equality this implies that diagonally symmetric matrices satisfy the same interlacing inequalities for bordered matrices as symmetric matrices do.
(b) If $A$ is dpsd and $A_{k k}=0$, then the $k$ th row and the $k$ th column of $A$ are zero. If $A$ is $\operatorname{dpsd}$ and $\operatorname{det} A[k l \mid k l]=0$, then row $k$ and row $l$ are proportional, and column $k$ and column $l$ are proportional.
(c) If $A$ is dpsd, then, for each $k \in \mathbb{N}$, there exists a unique dpsd matrix $B$ such that $B^{k}=A$. This matrix is defined by setting $B=\operatorname{Diag}(x) Q \Lambda^{1 / k} Q^{H}$ $\operatorname{Diag}(x)^{-1}$, where $Q \Lambda Q^{H}$ is a unitary diagonalization of $S, \Lambda$ is the diagonal matrix of eigenvalues of $S$, and $\Lambda^{1 / k}$ is the matrix $\Lambda$ with each diagonal entry replaced by its real nonnegative $k$ th root. This implies that for $\operatorname{dpsd} A$, the fractional power $A^{t}, t \in \mathbb{R}_{\geq 0}$, can be defined in a meaningful way.
(d) If $A, B$ are both of dimension $n$ and diagonally symmetric, dpsd, dpd, then the Hadamard product $A \circ B$ is diagonally symmetric, dpsd, dpd.
Proof. Most statements are easy to verify. For extensive discussion of the majorization relationship between diagonal entries and eigenvalues of symmetric (or hermitian) matrices, as well as results on interlacing inequalities, see [3, 34, 35]. The first statement in (b) follows from the fact that principal minors (of dimension 2) are nonnegative. The second statement can easily be proven by first considering the case where $A$ is symmetric. The determinant $\operatorname{det} A[k l m \mid k l m]$ of an extended submatrix equals zero and rewriting the constituent terms yields proportionality as stated in (b). The result for $d p s d$ matrices follows trivially. For (c) it is sufficient to use the fact that $Q \Lambda^{1 / k} Q^{H}$ is the unique positive semi-definite $k$ th root of $S[34$, p. 405]. Statement (d) follows from the identity $\left(\operatorname{Diag}(x)^{-1} A \operatorname{Diag}(x)\right) \circ\left(\operatorname{Diag}(y)^{-1} B \operatorname{Diag}(y)\right)=$ $\operatorname{Diag}(x \circ y)^{-1}(A \circ B) \operatorname{Diag}(x \circ y)$ and the fact that the analogous statements for symmetric matrices are true - known under the denomination of Schur product theorem [34, p. 458].

Remark. The two most notable properties that do not generalize from symmetric matrices to diagonally symmetric matrices are the absence of an orthogonal basis of eigenvectors for the latter, and the fact that the sum of two diagonally symmetric matrices is in general not diagonally symmetric as well.

Statements (a) and (b) in Lemma 4.4 are used in associating a directed acyclic graph with each $d p s d$ matrix in Theorem 5.4. First, the behavior of the inflation operator on diagonally symmetric and $d p s d$ matrices is described.

Theorem 4.5. Let $M$ be a square column allowable diagonally symmetric matrix of dimension $n$, and let $\operatorname{Diag}(x)$ be the diagonal matrix with a positive diagonal such that the matrix $S=\operatorname{Diag}(x)^{-1} M \operatorname{Diag}(x)$ is symmetric, and let $r$ be real. Define the positive vector $z$ by setting $z_{k}=x_{k}{ }^{r}\left(\sum_{i} M_{i k}{ }^{r}\right)^{1 / 2}$, and the positive rank-one symmetric matrix $T$ by setting $T_{k l}=1 /\left(\sum_{i} M_{i k}{ }^{r}\right)^{1 / 2}\left(\sum_{i} M_{i l}{ }^{r}\right)^{1 / 2}$. The following statement holds:

$$
\operatorname{Diag}(z)^{-1}\left(\Gamma_{r} M\right) \operatorname{Diag}(z)=S^{\circ} \circ T
$$

Thus $\Gamma_{r} M$ is diagonally similar to a symmetric matrix.
Proof. Define the vector $t$ by $t_{k}=\sum_{i} M_{i k}{ }^{r}$. Then

$$
\begin{aligned}
\Gamma_{r} M & =M^{\circ} r \operatorname{Diag}(t)^{-1} \\
& =\left(\operatorname{Diag}(x) S \operatorname{Diag}(x)^{-1}\right){ }^{\circ} r \operatorname{Diag}(t)^{-1} \\
& =\operatorname{Diag}(x)^{\circ} r S^{\circ} r\left(\operatorname{Diag}(x)^{\circ} r\right)^{-1} \operatorname{Diag}(t)^{-1} \\
& =\operatorname{Diag}(t)^{1 / 2} \operatorname{Diag}(t)^{-1 / 2} \operatorname{Diag}(x)^{\circ} r S^{\circ} r\left(\operatorname{Diag}(x)^{\circ} r\right)^{-1} \operatorname{Diag}(t)^{-1 / 2} \operatorname{Diag}(t)^{-1 / 2} \\
& =\left(\operatorname{Diag}(t)^{1 / 2} \operatorname{Diag}(x)^{\circ} r\right)\left(\operatorname{Diag}(t)^{-1 / 2} S^{\circ} r \operatorname{Diag}(t)^{-1 / 2}\right)\left(\operatorname{Diag}(t)^{1 / 2} \operatorname{Diag}(x)^{o r}\right)^{-1} .
\end{aligned}
$$

Since the matrix $\operatorname{Diag}(t)^{-1 / 2} S^{\circ r} \operatorname{Diag}(t)^{-1 / 2}$ equals $S^{\circ r} \circ T$, the lemma holds. $\square$
Corollary 4.6. Let $M$ be square column allowable diagonally symmetric, and let $z, S$, and $T$ be as in Theorem 4.5.
(i) The matrix $\Gamma_{r} M$ is diagonally symmetric for all $r \in \mathbb{R}$.
(ii) If $M$ is dpsd, then $\Gamma_{r} M$ is dpsd for all $r \in \mathbb{N}$. If $M$ is dpd , then $\Gamma_{r} M$ is dpd for all $r \in \mathbb{N}$.
Proof. Statement (i) follows immediately from Theorem 4.5. Statement (ii) follows from the fact that a Hadamard product of matrices is positive (semi-) definite if
each of the factors is positive (semi-) definite. Moreover, if at least one of the factors is positive definite, and none of the other factors has a zero diagonal entry, then the product is positive definite (see, e.g., [35, p. 309], or [23]). These are basic results in the theory of Hadamard products, an area now covered by a vast body of literature. Standard references in this area are [3,35]. It should be noted that $r \in \mathbb{N}$ is in general a necessary condition [35, p. 453].

Theorem 4.7. Let $M$ be diagonally symmetric stochastic, and consider the $M C L$ process $\left(M, e_{(i)}, r_{(i)}\right)$.
(i) All iterands of this process have real spectrum.
(ii) If $r_{i}=2$ eventually, and $e_{i}=2$ eventually, then the iterands of the process $\left(M, e_{(i)}, r_{(i)}\right)$ are dpsd eventually.
These statements ${ }^{1}$ follow from the fact that $\operatorname{Exp}_{2}$ maps diagonally symmetric matrices onto $d p s d$ matrices and from Corollary 4.6.

Theorem 4.7 represents a qualitative result on the $M C L$ process. Under fairly basic assumptions the spectra of the iterands are real and nonnegative. In [11] it was furthermore proven that the $M C L$ process converges quadratically in the neighborhood of nonnegative $M C L$-invariant matrices. These combined facts indicate that the $M C L$ process has a sound mathematical foundation. Still, much less can be said about the connection between successive iterands than in the case of the discrete Markov process.

The question now rises whether the $M C L$ process can be further studied aiming at quantitative results. It was seen that $\Gamma_{r} M, r \in \mathbb{N}$ can be described in terms of a Hadamard product of positive semi-definite matrices relating the symmetric matrices associated with $M$ and $\Gamma_{r} M$ (in Theorem 4.5). There are many results on the spectra of such products. The results are generically in terms of a majorization relationship such as

$$
\sum_{i=1}^{k} \sigma_{i}(A \circ B) \leq \sum_{i=1}^{k} f_{i}(A) \sigma_{i}(B), \quad k=1, \ldots, n
$$

Here $\sigma_{i}()$ denotes the $i$-largest singular value, and $f_{i}(A)$ may stand (among others) for the $i$-largest singular value of $A$, the $i$-largest diagonal entry of $A$, the $i$-largest Euclidean column length, or the $i$-largest Euclidean row length. Well-known references in this field are [3, 35]. Unfortunately such inequalities go the wrong way in a sense. Since the inflation operator has apparently the ability to press several large eigenvalues towards 1 , what is needed are inequalities of the type

$$
\sum_{i=1}^{k} \sigma_{i}(A \circ B) \geq \text { (something nice here). }
$$

However, the number of eigenvalues pressed towards 1 by $\Gamma_{r}$ can be any number including zero (noting that one eigenvalue 1 is always present). Moreover, $\Gamma_{r}$ also has the ability to press small eigenvalues towards zero. Clearly, one cannot expect to find inequalities of the " $\geq$ " type without assuming additional characteristics of $M$. It is shown in the next section that the classic majorization relation formulated in

[^1]Lemma 4.4 (a) between the eigenvalues and diagonal entries of a $d p s d$ matrix, plus a classification of the diagonal entries of a $d p s d$ matrix, gives useful information on the relationship between eigenvalues of a stochastic $d p s d$ matrix and its image under $\Gamma_{r}$.
5. Structure in $\boldsymbol{d p s} \boldsymbol{d}$ matrices. The main objective for the remainder of this paper is to establish structure theory for the class of $d p s d$ matrices and study the behavior of $\Gamma_{\infty}$ using these results. It will be shown that for stochastic $d p s d M$ the spectrum of the matrix $\Gamma_{\infty}$ is of the form $\left\{0^{n-k}, 1^{k}\right\}$, where $k$ is related to a structural property of $M$. Throughout this section two symbols are used that are associated with a $d p s d$ matrix $A$, namely the symbol $\rightarrow$ which denotes an arc relation defined on the indices of $A$, and the symbol $\sim$ which denotes an equivalence relation on the indices of $A$. It should be clear from the context which matrix they refer to. All results in this section are stated in terms of columns; the analogous statements in terms of rows hold as well.

Definition 5.1. Let $A$ be dpsd of dimension $n$, and let $k$ and $l$ be different indices in the range $1, \ldots, n$.
(i) Define the equivalence relation $\sim$ on the set of indices $\{1, \ldots, n\}$ by $k \sim l \equiv$ columns $k$ and $l$ of $A$ are scalar multiples of each other via scalars on the complex unit circle.
(ii) Define the arc relation $\rightarrow$ on the set of indices $\{1, \ldots, n\}$, for $p \neq q$, by $q \rightarrow$ $p \equiv\left|A_{p q}\right| \geq\left|A_{q q}\right|$.
(iii) Let $E$ and $F$ be different equivalence classes in $\{1, \ldots, n\} / \sim$. Extend the definition of $\rightarrow$ by setting $F \rightarrow E \equiv \exists e \in E, \exists f \in F[f \rightarrow e]$. By definition of $\rightarrow$ and $\sim$, the latter implies that $\forall e^{\prime} \in E, \forall f^{\prime} \in F\left[f^{\prime} \rightarrow e^{\prime}\right]$.
Lemma 5.2. Let $A$ be dpsd of dimension $n$, and let $k$ and $l$ be distinct indices in the range $1, \ldots, n$. Then

$$
l \rightarrow k \wedge k \leftrightarrow l \text { implies } k \sim l \text {. }
$$

This follows from Lemma 4.4 (b) and the fact that the assumption implies det $A[k l \mid k l]=0$. The following lemma prepares for a mapping of $d p s d$ matrices onto directed acyclic graphs.

Lemma 5.3. Let $A$ be dpsd of dimension $n$, suppose there exist $k$ distinct indices $p_{i}, i=1, \ldots, k, k>1$, such that $p_{1} \rightarrow p_{2} \rightarrow \ldots \leftrightarrow p_{k} \rightarrow p_{1}$. Then $p_{1} \sim p_{2} \sim \ldots \sim p_{k}$, and thus all $p_{i}, i=1, \ldots, k$ are contained in the same equivalence class in $\{1, \ldots, n\} / \sim$. Furthermore, if $A$ is real nonnegative, then the subcolumns $A\left[p_{1} \ldots p_{k} \mid p_{i}\right]$ are a scalar multiple of the all-one vector of length $k$.

Proof. Without loss of generality, assume $1 \rightarrow 2 \leftrightarrow \ldots \leftrightarrow k \leftrightarrow 1$. The following inequalities hold, where the left-hand side inequalities follow from the inequalities implied by $\operatorname{det} A[i i+1] \geq 0$ and $i \rightarrow i+1$,

$$
\begin{array}{ccc|}
\left|A_{i i+1}\right| & \leq\left|A_{i+1 i+1}\right| & \leq\left|A_{i+2 i+1}\right| \\
\left|A_{k-1 k}\right| & \leq\left|A_{k k}\right| & \leq\left|A_{1 k}\right| \\
\left|A_{k 1}\right| & \leq\left|A_{11}\right| & \leq\left|A_{21}\right| .
\end{array}
$$

Now let $x$ be positive such that $x_{q} A_{p q}=x_{p} A_{q p}$. On the one hand, $\left|A_{k k}\right| \leq\left|A_{1 k}\right|$. On
the other hand,

$$
\begin{aligned}
\left|A_{k k}\right| & \geq\left|A_{k-1}\right| \\
& =\frac{x_{k-1}}{x_{k}}\left|A_{k k-1}\right| \\
& \geq \frac{x_{k-1}}{x_{k}}\left|A_{k-2 k-1}\right| \\
& =\frac{x_{k-1}}{x_{k}} \frac{x_{k-2}}{x_{k-1}}\left|A_{k-1}{ }_{k-2}\right| \\
& \cdots \\
& \geq \frac{x_{k-1}}{x_{k}} \frac{x_{k-2}}{x_{k-1}} \ldots \frac{x_{1}}{x_{2}}\left|A_{k 1}\right| \\
& =\frac{x_{1}}{x_{k}}\left|A_{k 1}\right| \\
& =\left|A_{1 k}\right| .
\end{aligned}
$$

This implies that $\left|A_{k-1 k}\right|=\left|A_{k k}\right|=\left|A_{1 k}\right|$ and the identities $\left|A_{i-1 i}\right|=\left|A_{i i}\right|=\left|A_{i+1 i}\right|$ are established by abstracting from the index $k$. From this it follows that $\operatorname{det} A[i, i+$ $1 \mid i, i+1]=0$, and consequently $i \sim i+1$ for $i=1, \ldots, k-1$ by Lemma 5.2. The identities $\left|A_{i-1 i}\right|=\left|A_{i i}\right|=\left|A_{i+1 i}\right|$ also imply the last statement of the lemma.

Lemma 5.2 can now be generalized towards Theorem 5.4.
Theorem 5.4. Let $A$ be dpsd of dimension $n$.
The arc $\uparrow \rightarrow$ defines a directed acyclic graph $(D A G)$ on $\{1, \ldots, n\} / \sim$.
Note that the theorem is stated in a columnwise manner. The analogous statement for rows is of course also true. The proof of this theorem follows from Lemma 5.3.

Theorem 5.5. Let $M$ be stochastic dpsd of dimension $n$. Let $D$ be the directed graph associated with $\Gamma_{\infty} M$ defined on $\{1, \ldots, n\} / \sim$ according to Definition 5.1, which is acyclic according to Theorem 5.4. Let d be the depth of $D$, that is, the length of a longest path in $D$. Let $k$ be the number of nodes in $\{1, \ldots, n\} / \sim$ which do not have an outgoing arc in D. These nodes correspond with (groups of) indices $p$ for which $M_{p p}$ is maximal in column $p$.

> The spectrum of $\Gamma_{\infty} M$ equals $\left\{0^{n-k}, 1^{k}\right\}$.
> The matrix $\left(\Gamma_{\infty} M\right)^{d}$ is idempotent.

Proof. For the duration of this proof, write $S_{A}$ for the symmetric matrix to which a diagonally symmetric matrix $A$ is similar. For the first statement, consider the identity

$$
S_{\left(\Gamma_{r} M\right)}=\left[\Gamma_{r} M \circ\left(\Gamma_{r} M\right)^{T}\right]^{\mathrm{O}_{1 / 2}}
$$

given in Lemma 4.2. The matrices $\Gamma_{r} M$ and $S_{\Gamma_{r} M}$ have the same spectrum. Now, let $r$ approach infinity. The identity is in the limit not meaningful, since $\Gamma_{\infty} M$ is not necessarily diagonalizable, and thus the left-hand side may not exist in the sense that there is no symmetric matrix to which $\Gamma_{\infty} M$ is similar. However, the identity [spectrum of $\Gamma_{\infty} M=$ spectrum of $\left.\left[\Gamma_{\infty} M \circ\left(\Gamma_{\infty} M\right)^{T}\right]^{0_{1 / 2}}\right]$ does remain true, since the spectrum depends continuously on matrix entries [34, p. 540], and both limits exist. Thus, it is sufficient to compute the spectrum of $S_{\infty}$, which is defined as

$$
S_{\infty}=\left[\Gamma_{\infty} M \circ\left(\Gamma_{\infty} M\right)^{T}\right]^{O_{1 / 2}}
$$

Note that the nonzero entries of $\Gamma_{\infty} M$ correspond with the entries of $M$ which are maximal in their column. Whenever $\left[\Gamma_{\infty} M\right]_{k l} \neq 0$ and $\left[\Gamma_{\infty} M\right]_{l k} \neq 0$, it is true that $k \rightarrow l$ and $l \rightarrow k$. Now consider a column $q$ in $S_{\infty}$, and assume that all nonzero entries in column $q$ of $S_{\infty}$ are enumerated $S_{\infty p_{i} q} \neq 0$, for $i=1, \ldots, t$. It follows that $q \leftrightarrow p_{i} \wedge p_{i} \leftrightarrow q$ for all $i$, thus $q \sim p_{i}$ for all $i$, and $S_{\infty}\left[p_{1} \ldots p_{t} \mid p_{1} \ldots p_{t}\right]$ is a positive submatrix equal to $t^{-1} J_{t}$, where $J_{t}$ denotes the all-one matrix of dimension $t$. This implies that $S_{\infty}$ is block diagonal (after permutation), with each block corresponding with an equivalence class in $\{1, \ldots, n\} / \sim$ which has no outgoing arc in the $\rightarrow$ arc relation. Each block contributes an eigenvalue 1 to the spectrum of $S_{\infty}$. Since the spectrum of $S_{\infty}$ equals the spectrum of $\Gamma_{\infty} M$, and there are assumed to be $k$ equivalence classes with the stated properties, this proves the first statement.

A second approach proves both the first and the second statement. Consider $\Gamma_{\infty} M$ and the DAG $D$ associated with it. Each index $i$ for which $\left[\Gamma_{\infty} M\right]_{i i} \neq 0$ must be in an endclass of $D$ because $\Gamma_{\infty}$ annihilates all but the maximal elements in each column. Moreover, the nonzero diagonal block (possibly 1-dimensional) associated with such an index is idempotent. This implies that $\Gamma_{\infty} M$ can be decomposed into an idempotent part (consisting of the diagonal block) and a nilpotent part (the rest). Some calculations now verify that $\left(\Gamma_{\infty} M\right)^{d}$ is idempotent, where $d$ is the depth of $D$.

Theorems 5.4 and 5.5 shed light on the structure and the spectral properties of the iterands of the $M C L$ process. Theorem 5.4 also gives the means to associate an overlapping clustering with each $d p s d$ iterand of an $M C L$ process, simply by defining the endnodes of the associated $D A G$ as the unique cores of the clustering, and adding to each set of attractors all nodes that reach it.

Consider a discrete Markov process with $d p s d$ input matrix $M$. Then the difference $M^{k}-M^{l}, k<l$, is again $d p s d$ (they have the same symmetrizing diagonal matrix, and the spectrum of $M^{k}-M^{l}$ is nonnegative). From this it follows that all sequences of diagonal entries $M^{(k)}{ }_{i i}$, for fixed diagonal position $i i$, are nonincreasing. In contrast, given a stochastic $d p s d$ matrix $M$, the $\Gamma_{r}$ operator, $r>1$, (in the setting of dpsd matrices) always increases some diagonal entries (at least one). The sum of the increased diagonal entries, of which there are at least $k$ if $k$ is the number of endnodes of the $D A G$ associated with both $M$ and $\Gamma_{r} M$, is a lower bound for the sum of the $k$ largest eigenvalues of $\Gamma_{r} M$ (see Lemma 4.4 (a)).

The $M C L$ process converges quadratically in the neighborhood of the $M C L$ invariant stable states. Proving (near-) global convergence seems to be a difficult task. I do believe, however, that a strong result will hold, where a provision has to be made for a special class of matrices, here dubbed flip-flop matrices. A flip-flop matrix $M$ satisfies $\Gamma_{2} M=M^{1 / 2}$. There exists a family of positive semi-definite flip-flop matrices of the form $a I_{n}+(1-a) n^{-1} J_{n}, n \in \mathbb{N}$ [12]. The simplest example is found in the case $n=3$, where substituting $a=1 / 2$ in the form yields a flip-flop matrix. For such a matrix it is relatively easy to prove that a small perturbation lands it on a trajectory away from the flip-flop state (with respect to alternation of $\operatorname{Exp}_{2}$ and $\Gamma_{2}$ ) [12]. It can be noted that flip-flop matrices and circulant matrices in general form sets that are invariant under $M C L$ iterations.

Conjecture 1. All MCL processes $\left(M, e_{(i)}, r_{(i)}\right)$, with $e_{i}=2, r_{i}=2$ eventually, converge towards an MCL-invariant limit, provided $M$ is irreducible, stochastic, dpsd, and cannot be decomposed as a Kronecker product of matrices in which one of the terms is a flip-flop matrix.

The requirement of irreducibility is present in order to exclude matrices that are
a direct sum of smaller-dimensional matrices.
6. Implementation and scalability. A mature $C$ implementation of the $M C L$ algorithm is available from http: $/ / \mathrm{micans} .0 \mathrm{rg} / \mathrm{mcl} /$. This implementation is used in all of the references cited in the introduction. It scales subquadratically given conditions set forth below.

A fast implementation requires that the requirement of exact computation is dropped. For any interesting class of real-life graphs scaling towards tens of thousands of nodes and beyond, exact computation requires $O\left(N^{2}\right)$ memory resources and $O\left(N^{3}\right)$ time steps, where $N$ is the number of nodes in the input graph, reflecting the basic costs of matrix multiplication. Even for sparse graphs, $M C L$ iterands will fill rapidly as interesting graphs tend to be well-connected and have only few connected components.

The key observation is that in the presence of cluster structure, columns of $M C L$ iterands generally possess a very skewed (weight) distribution of entries. The majority of the stochastic mass of any column is contained in a minority of the total set of nonzero entries (of that column), as inflation keeps the leveling power of expansion (multiplication) in check. In the $M C L$ process limits, the matrix columns generally are extremely skewed, with a single nonzero entry per column (equaling one). This implies that $M C L$ iterands never stray very far from the skewed weight distribution just described, and it suggests a way to compute a perturbed process that is tractable. That is to simply throw away some of the smallest entries, preferably adding to only a small percentage of the column weight, and rescale the remaining entries to have sum one again. This is the setup in the implementation described here.

The implementation uses a standard sparse matrix implementation where only nonzero entries are stored in arrays representing stochastic matrix columns (known as compressed column or column-major storage). During matrix multiplication, each new column is computed separately. First, the new column is computed exactly and nothing is disregarded. Then, the smallest entries are removed in a two-stage process where first entries smaller than a fixed threshold are removed, and then entries are recovered if the threshold turns out to be too severe, or more entries are removed if the threshold turns out to be insufficiently severe. The selection and recovery of entries is efficiently done using max and min heaps. The final assembly of entries is rescaled to have sum one. The implementation tracks how much mass is kept for each column during each iteration, and extensively reports on pruning characteristics.

This procedure has not yet been subjected to numerical analysis. The task appears to be nontrivial if a relationship with the effect on process limits is to be established, due to the general difficulties in analyzing the (nonlinear) $M C L$ process. However, experiments on smaller graphs (with up to thousands of nodes) that allow exact computation indicate that perturbing the process in this manner has very minor impact on the resulting clusterings. The pruning reports in the setting of protein family analysis indicate rather limited pruning of stochastic mass. Additionally, nodes requiring severe pruning can be pruned in advance from the graph to allow for a more precise computation. In this respect, data preprocessing may aid $M C L$ the same way it aids approaches to other large scale computational challenges.

Typically for large graphs of several hundreds of thousands of nodes, a maximum $K$ of inbetween 1000-2000 entries per column is kept. Newly computed columns may contain a number of nonzero entries $L$ amounting to tens of thousands, and selecting the largest $K$ entries from those $L$ using threshold pruning and selection/recovery with min/max heaps has time requirements of order $O(L \log (K))$.
7. Conclusions, further research, and related research. The $M C L$ process presented here appears to be both of practical and mathematical interest. A clear relationship was established between $d p s d$ matrices, a $D A G$ (defined on indices column or rowwise) that can be associated with every such matrix (Theorem 5.4), and the effect of the inflation operator on column stochastic $d p s d$ matrices (Theorem 5.5). The $D A G$ defined on column indices of $d p s d$ matrices generalizes the mapping of nonnegative $M C L$-invariant matrices onto overlapping clusterings, and allows the association of an overlapping clustering with each $d p s d$ matrix. In the $M C L$ process, the inflation step effectively strengthens the associated $D A G$ structure, the expansion step may change it. Many interesting and difficult questions remain. A worthy long standing goal is to prove or disprove Conjecture 1. Two more conjectures are made after the following list of objectives.
(i) For a fixed $M C L$ process $\left(\cdot, e_{(i)}, r_{(i)}\right)$, what can be said about the basins of attraction of the $M C L$ process. Are they connected?
(ii) What can be said about the union of all basins of attraction for all limits corresponding with the same overlapping clustering (i.e., differing only in the distribution of attractors)?
(iii) Can the set of limits reachable from a fixed nonnegative matrix $M$ for all $M C L$ processes $\left(M, e_{(i)}, r_{(i)}\right)$ be characterized? Can it be related to a structural property of $M$ ?
(iv) Given a node set $I=\{1, \ldots, n\}$ and two directed acyclic graphs $D_{1}$ and $D_{2}$ defined on $I$, under what conditions on $D_{1}$ and $D_{2}$ does there exist a dpsd matrix $M$ such that the $D A G$ s associated with $M$ according to Theorem 5.4, via rows and columns, respectively, equals $D_{1}$ and $D_{2}$ ? What if $M$ is also required to be column stochastic?
(v) Under what conditions do the clusters in the cluster interpretation of the limit of a convergent $M C L$ process $\left(M, e_{(i)}, r_{(i)}\right)$ correspond with connected subgraphs in the associated graph of $M$ ?
(vi) For $M d p s d$, in which ways can the $D A G$ associated with $M^{2}$ be related to the $D A G$ associated with $M$ ?
(vii) Is it possible to specify a subclass $\mathcal{S}$ of the stochastic $d p s d$ matrices and a subset $R^{\prime}$ of the reals larger than $\mathbb{N}$, such that $\Gamma_{r} M$ is in $\mathcal{S}$ if $r \in R^{\prime}$ and $M \in \mathcal{S}$ ?
Remark. The following is a relaxation of (iv): Given any DAG $D$ is there a symmetric positive semi-definite matrix $S$ such that $D$ is the DAG associated with $S$ (via either columns or rows)? This is easily answered in the affirmative via a constructive and inductive argument, working backwards from sinks to sources, at each step bordering the previously obtained matrix with zeros and adding a suitably constructed rank-one matrix.

Remark. There is no obvious nontrivial hypothesis regarding item (vi), unless such a hypothesis takes quantitative properties of $M$ into account. This is because the breaking up of strongly connected components that can be witnessed in the $M C L$ process is always reversible - uncoupling can only happen in the limit. With respect to (v), I conjecture the following.

Conjecture 2. Given a clustering $\mathcal{C}$ associated with a limit of an $M C L$ process with dpsd input matrix $M$, its clusters correspond with subsets of the node set of the associated graph of $M$ that induce connected subgraphs in $M$.

Next, consider an $M C L$ process $\left(M, e_{(i)} \stackrel{c}{=} 2, r_{(i)} \stackrel{c}{=} 2\right)$, with $M d p s d$, that converges towards an $M C L$-invariant matrix $L$, and let $G$ be the associated graph
of $M$. The observations in section 2 suggest the following conjecture. Note that a graph automorphism of $G$ implies the existence of a permutation matrix $P$ such that $M=P M P^{T}$.

Conjecture 3. Each attractor system in $L$ implies that for any pair of elements $(k, l)$ in the attractor system there is a graph automorphism of $G$ mapping $k$ onto $l$.

Each instance of two overlapping clusters in L implies the existence of a nontrivial graph automorphism of $G$, leaving the overlapping part of the two clusters invariant and mapping the remaining part of one of them onto the remaining part of the other.

There are several lines of research that may inspire answers to the questions posed here. However, for none of them the connection seems so strong that existing theorems can immediately be applied. The main challenge is to further develop the framework in which the interplay of $\Gamma_{r}$ and $\operatorname{Exp}_{s}$ can be studied. Hadamard-Schur theory was discussed in section 4. Perron-Frobenius theory, graph partitioning by eigenvectors (e.g., [55] and [56]), and work regarding the second largest eigenvalue of a graph (e.g., [1] and [9]), are a natural source of inspiration, and so is the theory of Perron complementation and stochastic complementation as introduced by Meyer ([47] and [48]). There are also papers that address the topic of the structure of matrices which have the subdominant eigenvalue close to the dominant eigenvalue ([30] and [53]). It should be noted that in the former paper matrices are studied that do not have nonnegative spectrum. In the setting of $d p s d$ matrices, much stronger results can be expected to hold regarding the relationship between uncoupling measures and spectrum. The literature on the subject of diagonal similarity does not seem to be of immediate further use, as it is often focused on scaling problems (e.g., [17] and [33]). For the study of flip-flop equilibrium states the many results on circulant matrices are likely to be valuable, for example the monograph [10], and the work on group majorization in the setting of circulant matrices in [26]. It may also be fruitful to investigate the relationship with Hilbert's distance and the contraction ratio for positive matrices, as studied in $[4,6,8,27,58]$.

Acknowledgments. The author wishes to thank the anonymous referees for their many detailed and useful comments that have significantly contributed to the exposition of the paper.
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